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Relation Extraction

e Goal: acquire structured knowledge from unstructured text
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Relation Extraction

 Formal Definition:

* Sentence-level relation extraction:

* Classifya relation mentioninto a set of relation types of interest or Not-Target-Type (None)
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Related Work

* Supervised Learning:

* Multi-class classification




Related Work

* Supervised Learning:

* Multi-class classification

Dataset with human annotation is the bottleneck

Limited, might even not
existed for many domains

Hard to get, and costly

Slow, and sometimes outdated
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Related Work

* Bootstrap learning:
 Start with a set of seed patterns / annotations, iteratively generate more

e Suffers from semantic shift

Mintz et al. “Distant supervision for relation extraction without labeled data”, ACL 2009 [




Related Work

* Distant Supervision:

* Automatically generate annotationsby Knowledge Base

Mintz et al. “Distant supervision for relation extraction without labeled data”, ACL 2009 ||




Related Work

* Distant Supervision:

* Automatically generate annotationsby Knowledge Base
* ("Obama", "USA", Obama was bornin Honolulu, Hawaii, USA as he has always said)
* Born-in (correct)
* President-of (wrong).
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Related Work

* Distant Supervision:

* Automatically generate annotationsby Knowledge Base

Distant supervision only encodes KB, while we have more than KB
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Heterogeneous Supervision

* Provide a general framework to encode knowledge for supervision:
* Knowledge Base, domain-specific patterns, ......

* Labelling functions:

[Aﬂreturn born_in for <€1,€e2, s> if BornIn(e1,e2) in KB] Knowledge Base

[)\glreturn died_in for <e1,ea, s> if DiedIn(€1,€2) in KB]
@[/\SIretum born_in for <eq,e2, s> if match(‘ * born in *’, s)] Domain-specific Patterns

{)\4Ireturn died_in for <ei,ea, s> if match(* * killed in *’, s)] l ‘
Ratner, Alexander J., et al. "Data programming: Creating large training sets, quickly." NIPS. 2016. [
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Heterogeneous Supervision & Distant Supervision:

* Heterogeneous Supervision is an extension of Distant Supervision:
* Both encode external information and provide supervision,
* Heterogeneous Supervision can encode more.

ke | N
Information type

# of Relation Types  # of Relation Mentions  # of Relation Types  # of Relation Mentions
Knowledge Base 7 133955 25 530767
Domain-specific Patterns 13 225977 16 43820

Tablel. Statistic of Heterogeneous Supervision
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Challenges

* Relation Extraction
* Resolve Conflicts among Heterogeneous Supervision

Robert Newton "Bob" Ford was an American outlaw best known
1 for killing his gang leader Jesse James (€1) in Missouri €2)

[ 62: Gofraid (61) died in 989, said to be killed in Dal Riata (62) ]

[)\Jreturn born_in for <ej,es, s> if Bornin(€eg,€e2) in KB}”/
[)\glreturn died_in for < e1,e2, s> if DiedIn(e1,€e2) in KB} ,
@[A:{return born_in for <ei,e2, s> if match(‘ * born in * s)]/

{)\4Ireturn died_in for <e1, ez, s> if match(‘ * killed in *’, S)}/ . ) m
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ReHession

v 4

* Our Solution: A Representation Learning Approach

* Heterogeneous Supervision

* Relation Mention Representation
* True Label Discovery component

* Relation Extraction component

* Experiments




Conflicts among Heterogeneous Supervision

* Most simple way: majority voting

Robert Newton "Bob" Ford was an American outlaw best known
for killing his gang leader Jesse James (€1) in Missouri (€2)

[¢9[Gofraid (¢ did in 989, said to be killed in Dal Riata €2, .
[CSIHUSSGIH (€1 was born in Amman (€¢2) on 14 November 1935. ]

[)\Jreturn born_in for <eq,€ea, s> if Bornin(e1,e2) in KB}
[)\ereturn died_in for <eq,e2, s> if DiedIn(e1,e2) in KB} )
@[A?,Ireturn born_in for <e1,e2, s> if match(* * born in * s)]/

{)\4Ireturn died_in for <e1,es, s> if match(‘ * killed in * *, s)}’/ \ J @




Conflicts among Heterogeneous Supervision

* How to resolve conflicts among Heterogeneous Supervision?
 Works for C3 and C2, but not work for C1

Robert Newton "Bob" Ford was an American outlaw best known
for killing his gang leader Jesse James (€1) in Missouri (€2)

[¢9[Gofraid (¢ did in 989, said to be killed in Dal Riata €2, .
[CSIHUSSGIH (€1 was born in Amman (€¢2) on 14 November 1935. ]

'0—3 colc1

e . AL ® o e

[)\Jreturn born_in for <ej,e2, s> if Bornin(e1,e2) in KB} o m N |e]ele
[)\glreturn died_in for <ej,e2, s> if DiedIn(e1,€2) in KB} Py o
I e

|

[ABII’GTUFI’] born_in for <e1,€2, s> if match( born in * S)]
@ {)\4Ireturn died_in for <eq, €2, s> if match(* * killed in *’, s)}’/




Conflicts among Heterogeneous Supervision

* For more complicated models, several principles have been proposed:
* Truth Discovery:

* Some sources (labeling functions) would be more reliable than others
» Refer thereliability of different sources and the true label at the same time

e Source Consistency Assumption:asource is likely to provide true information with the
same probability for all instances.




Conflicts among Heterogeneous Supervision

* For more complicated models, several principles have been proposed:
* Truth Discovery:

* May not fit our scenario very well

Robert Newton "Bob" Ford was an American outlaw best known
L for killing his gang leader Jesse James (€1) in Missouri (€2)

{CQIGOfI’aId (e1) died in 989, said to be killed in Dal Riata (62) T

[C3IHusseln (e1) was born in Amman (e2) on 14 November 1935. ]

03 C9|C1
[ o A1 LG

[)\Jreturn born_in for <eq,es, s> if Bornln(ey,€2) in KB} m Ao | @

@@
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@ |

[)\glreturn died_in for < e1,e2, s> if DiedIn(e1,€2) in KB} A3 ° .

[Aglreturn born_in for <e1,e2, s> if match(‘ * born in * s)]/ /
@ {ereturn died_in for <€, ea, s> if match(‘ * killed in *’, S)}’/
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Conflicts among Heterogeneous Supervision

* For more complicated models, several principles have been proposed:
* Truth Discovery:

* These models are context-agnostic, while contextisimportant for Relation Extraction
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Conflicts among Heterogeneous Supervision

* For more complicated models, several principles have been proposed:
* Truth Discovery:

* Distant Supervision:

* Partial-label associationhas been proposed to resolve conflictsamongDistant

Supervision, and proved to be effective.
[(z,0,) = max{0,1 — [maxqb(z ,7) — max ¢(z,r )]}

T€0, T1€0,

Most likely positive relation type Most likely negative relation type

Xiang Ren, et al. “CoType: Joint Extraction of Typed Entities and Relations with Knowledge Bases”, WWW, 2017. [




Conflicts among Heterogeneous Supervision

* For more complicated models, several principles have been proposed:

* Truth Discovery:

* Distant Supervision:

* Partial-label associationhas been proposed to resolve conflictsamongDistant

Supervision, and proved to be effective.
[(z,0,) = max{0,1 — [maxcp(z ,7) — max ¢(z,r )]}

T€0, T1€0,

* For Distant Supervision, allannotations come from Knowledge Base.

* For Heterogeneous Supervision, annotations are from different sources, and some could
be more reliable than others.




Conflicts among Heterogeneous Supervision

* To fit our problem, we introduce context awareness to truth discovery,
and modified the assumption:

* Asource is likely to provide true information with the same probability for
instances with similar context.




Heterogeneous Supervision

* To fit our assumption, we add one constraint to labeling functions:

* each labeling function can annotate only one relation type based on one
source of information

* Reasons:
e Different information sources often have different reliabilities

* Some sources annotate different relation types without consistency
* KB-based labeling function may have higher recall on ‘president-of’ than ‘born-in’




Heterogeneous Supervision

* To fit our assumption, we add one constraint to labeling functions:

* each labeling function can annotate only one relation type based on one
source of information

return r for<el, e2, s> ifr (el, e2)in KB




Heterogeneous Supervision

* To fit our assumption, we add one constraint to labeling functions:

* each labeling function can annotate only one relation type based on one
source of information

[)\Jreturn born_in for <e1,ea, s> if Bornln(et,e2) in KB] Knowledge Base

[Aglreturn died_in for <e1,ea, s> if DiedIn(€1,€2) in KB]
[)\:{return born_in for <€1,e2, s> if match(‘ * born in *’, s)] Domain-specific Patterns
@ {)\4Ireturn died_in for <e1, e, s> if match(* * killed in *’, s)]

1
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ReHession

* Heterogeneous Supervision

* Our Solution: A Representation Learning Approach Q

* Relation Mention Representation
* True Label Discovery component

* Relation Extraction component

* Experiments
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Heterogeneous Supervision for Relation Extraction

e Relation Extraction:

* Matching context with proper relation type

* Heterogeneous Supervision:

 Refer true labels in a context-aware manner




Heterogeneous Supervision for Relation Extraction

e Relation Extraction:

* Matching context with proper relation type

* Heterogeneous Supervision: context

* Refer true labels in a context-aware manner
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_________ c Robert Newton "Bob" Ford was an American outlaw best known
. 1 for killing his gang leader Jesse James (€1) in Missouri €2)

Husseln (e1) was born in Amman (€2) on 14 November 1935. ] é?

A Representation Learning Approach

.~ training Truth

__________ . Discovery model
-Gofrald (e1) died in 989, said to be killed in Dal Riata (62) J ‘ Truth Dlscovery View ...

Relation Mentions S // N

......................................... |n;eract through infe(‘\true label u..

context representation

Labeling Functions ; AR
A1|return born_in for <eq,e2, s> if Bornin(e1,e2) in KB]\"' g " % o
[)\2 return died_in for < e1,e2, s> if DiedIn(e1,€2) in KB]/" v ' o training Relation }
- : C x — Relation Extraction View Extraction model
[>\3 return born_in for <€1,€2, s> if match(‘ * born in *?, s)] v~ _ //
@" A4) return died_in for <e1, €2, s> if match(‘ * killed in *”, s)}' -~

O representation of proficient subset @ representation of relation type died_in
proficient subset @ representation of relation mention @ representation of relation type born_in




A Representation Learning Approach e tebediscoren

Relation Mention Representation

— - > AN
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proficient subset @ representajjon of relation mention @ representation of relation type born_in

Relation Extraction "

Heterogeneous Supervision generation
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A Representation Learning Approach e tebediscoren

Relation Mention Representation
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Relation Mention Representation

HEAD_EMA1_Hussein{ """

TKN_EM1_Hussein'© 0
born "

HEAD _EM2_ Amman-

 Text Feature Extraction

Text Feature

* Text Feature Representation

Text Feature Extraction

| tanh(W -

Mapping from Text
Embedding to Relation
Mention Embedding:

Vz’)

~_ _—~ Representation

——————

° Relat|0n M ent|0n Representat|0n @ Robert Newton "Bob" Ford was an Amer;;:‘z;l outlaw best known

U for killing his gang leader Jesse James (€1) in Missouri (62)

(Co]Gofraid (e died in 989, said to be killed in Dal Riata'(e). |

C3|Hussein (1) was born in Amman (€2) on 14 November 1935. ’

33




Text Feature Extraction

We adopted texture features, POS-tagging and brown clustering to extract features

—
v
HEAD_EM1_Hussein{*

TKN_EM1_Hussein™~

C3: Hussein was born in Amman born -
on 14 November 1935 HEAD_EM2_Amman

~— N
- /\

Feature Description Example
Entity mention (EM) head Syntactic head token of each entity mention “HEAD_EM1 _Hussein”, ...
Entity Mention Token Tokens in each entity mention “TKN_EM 1 _Hussein™, ...
Tokens between two EMs Tokens between two EMs “was”, “born”, “in”
Part-of-speech (POS) tag POS tags of tokens between two EMs “VBD”,*“VBN”, “IN”
Collocations Bigrams in left/right 3-word window of each EM  “Hussein was”, “in Amman”
Entity mention order Whether EM 1 is before EM 2 “EM1 _BEFORE _EM?2”
Entity mention distance Number of tokens between the two EMs “EM_DISTANCE _3”
Body entity mentions numbers  Number of EMs between the two EMs “EM_NUMBER_0”
Entity mention context Unigrams before and after each EM “EM_AFTER was”, ...

Brown cluster (learned on D) Brown cluster ID for each token “BROWN_010011001", ...
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Text Feature Representation

* Leverage features’ co-occurrence informationto learn the representation, and

help the model generalize better.

* Loss function of this part:

Je = Z (loga(vr

o~

v

)->E,  pllogo(—vTvin))

cECl kz]_
Fi.f; Efe N
Feature
“Feature embedding
set of ¢ for feature f;

co-occurrence here refers to features
occur in the same relation mention
instead of the same shifting window

Negative sampling
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Relation Mention Representation

* Here, we adopted the bag-of-features assumption, and add transformation
weights to allow representation of relation mention and features to be in
different semantic space.

zo = g(£.) = tanh(W -
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A Representation Learning Approach e tebediscoren

Relation Mention Representation

™~

Robert Newton "Bob" Ford was an American outlaw best known
1 for killing his gang leader Jesse James (€1) in Missouri €2)

_ ..
& . \

.Gofrald (e died in 989, said to be killed in Dal Riata (62) ]

Hussein (¢1) was born in Amman (e2) on 14 November 1935. ]

Truth Discover View

Relation vVientions

Labeling Functions

- Vector Space

M\l return horn in for <e1.es. s> if Bornln(e.es) in KB ™

I

| )\2 return died_in for <eq,e2, s> if DiedIn(e1,€2) in KB]""A‘\\

return born_in for <e1,ez2, s> if match(* * born in *’, s)]

A3 :
@ A4l return died_in for <e1, ez, s> if match(‘ * killed in *’, s)}/

proficient subset

-------
_______
/

Relation | ixt| action View

() training Relation
o . Extraction model

~

=

O representajon of proficient subset @ representation of relation tﬁoe died_in
@ representa; on of relation mention @ representation of relation type born_in

/'

Heterogeneous Supervision generation

Relation Extraction




True label discovery

* Assume:
* Alabeling function would annotate similar instances with the same reliability

Context Information: z
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True label discovery

* Assume:
* Alabeling function would annotate similar instances with the same reliability

Context Information: z

for each labeling function, there exists an|proficient subset, containing instances that it can precisely annotate.

1
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True label discovery

e How to decide which label is correct?

* Probability model and maximum likelihood estimate

Corresponding to our
assumption and setting |dentify the true label
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True label discovery

* Probability Model:

* Describing the generation of Heterogeneous Supervision?

* Different from crowdsourcing. E.g., ONE worker may annotate:

* ("Obama", "USA", Obama was bornin Honolulu, Hawaii, USA as he has always said)
* Born-in Cautious Worker

* President-of
 C(itizen-of

Careless Worker

Exists some randomness




True label discovery

* Probability Model:

* Describing the generation of Heterogeneous Supervision?

* Different from crowdsourcing. E.g., ONE worker may annotate:

* ("Obama", "USA", Obama was bornin Honolulu, Hawaii, USA as he has always said)
* Born-in

* President-of
 C(itizen-of

* But One labeling function can only annotate One relation type:
 Randomness existsin the correctness, not in the choice of relation type
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True label discovery

* Describing the correctness of Heterogeneous Supervision

observed annotation

pc,i = 5(00,1' == 0:)

correctness of annotation o ;

whether c belongs to the proficient subset of I;

underlying true label

C])

Representation of relation mention

Representation of labeling function

o

\/

N

&

O

o
\ A

1
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True label discovery

* Describing the correctness of Heterogeneous Supervision

* p(pei=1)=p(pci =1lsci =1)*p(sci=1)+p(pci = 1sc; = 0) xp(sc; = 0)

* P(sci =1) = o(lf *2)

e Tr=Y log(o(z: 1),

0..:€0

5(0(:31-:0;)

+ (1 - U(Zle‘))‘Po

(Oc,izoc)(l . ¢1)5(0c,i9‘£02)

(1 _ d)o)é(o“"i#oz))

(=)
\ €]

Vs
G

S

N\
\

c,t

O

()
\ A
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A Representation Learning Approach

Relation Mention Representation

™~

True Label Discovery

_________ c Robert Newton "Bob" Ford was an American outlaw best known
. 1 for killing his gang leader Jesse James (€1) in Missouri €2)
.Gofrald (e died in 989, said to be killed in Dal Riata (62) ]
Hussein (¢1) was born in Amman (e2) on 14 November 1935. ]

Relation vVientions

- Vector Space

Labeling Functions

M\l return horn in for <e1.es. s> if Bornln(e.es) in KB ™

TruthD coverl/ View

-

.~ training Truth

\

ol
/ \
. Int;ract through
contel t representation/

N
a

| )\2 return died_in for <eq,e2, s> if DiedIn(e1,€2) in KB]""A‘\\

[>\3 return born_in for <€1,€e2, s> if match(* * born in *’, s)] .
@ A4l return died_in for <e1, ez, s> if match(‘ * killed in *’, s)}/

_____________________________

Relation [ixt

O representar

proficient subset @ representa

® training Relation

action View ® Extraction model

on of proficient subset @ representation of relation tﬁoe died_in
on of relation mention @ representation of relation type born_in

/'

Heterogeneous Supervision generation

Relation Extraction
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Relation Extraction

* Adopts soft-max as the relation extractor:

exp(zgti)

p(ri|zc) =

Zfrj cRU{None} eXp(ZCCFtJ)

 Loss function: KL-Divergence:

— 3" KL(p(|z)l[p(.]03))

CECl
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A Representation Learning Approach e tebediscoren

Relation Mention Representation

N

- ~N
@ _________ Robert Newton "Bob" Ford was an American outlaw best known e /Dtraining TrUtg I\
. for killing his gang leader Jesse James €1) in Missouricc2) | O~ N IScovery mode
-Gofrald (e died in 989, said to be killed in Dal Riata (62) J ‘ Truth Discovery View f/o ...
Husseln (e7) was born in Amman (e2) on 14 November 1935. ] é? [ [
Relation Mentions S // N

Interact through infe(‘\true label[ \; [®] | |

context representation

Labeling Functions ; AR
A1|return born_in for <eq,e2, s> if Bornin(e1,e2) in KB]\"' g " % o
[)\2 return died_in for < e1,e2, s> if DiedIn(e1,€2) in KB]/" v ' o training Relation }
- : C x — Relation Extraction View Extraction model
[>\3 return born_in for <€1,€2, s> if match(‘ * born in *?, s)] v~ _ //
@ A4 return died_in for <e1, €2, s> if match(* * killed in **, ) - -

O representation of proficient subset @ representation of relation type died_in
proficient subset @ representation of relation mention @ representation of relation type born_in

/'

. _ Relation Extraction ||
Heterogeneous Supervision generation
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Model Learning

* Joint optimize three components

min @ J=-Jr—AMJIe— AJr

W,v,v* 1.t 0"

s.t. Ve € Cl,, O: = argmanT,Zc — g(fC)

Oc
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ReHession

* Heterogeneous Supervision

* Our Solution: A Representation Learning Approach
* Relation Mention Representation
* True Label Discovery component

* Relation Extraction component

* Experiments %




Experiments

1. Relation extraction (with None) and Relation classification (without
None):
* NL: train relation extractor with all annotations

e TD: train relation extractor with ‘true’ label inferred by Investment (compared
true label discovery model)




Experiments

Relation Extraction Relation Classification

Method NYT Wiki-KBP NYT Wiki-KBP

Prec Rec F1 Prec Rec F1 Accuracy | Accuracy
NL+FIGER 0.2364 | 0.2914 | 0.2606 | 0.2048 | 0.4489 | 0.2810 0.6598 0.6226
NL+BFK 0.1520 | 0.0508 | 0.0749 | 0.1504 | 0.3543 | 0.2101 0.6905 0.5000
NL+DSL 0.4150 | 0.5414 | 0.4690 | 0.3301 | 0.5446 | 0.4067 0.7954 0.6355
NL+MultiR 0.5196 | 0.2755 | 0.3594 | 0.3012 | 0.5296 | 0.3804 0.7059 0.6484
NL+FCM 0.4170 | 0.2890 | 0.3414 | 0.2523 | 0.5258 | 0.3410 0.7033 0.5419
NL+CoType-RM || 0.3967 | 0.4049 | 0.3977 | 0.3701 | 0.4767 | 0.4122 0.6485 0.6935
TD+FIGER 0.3664 | 0.3350 | 0.3495 | 0.2650 | 0.5666 | 0.3582 0.7059 0.6355
TD+BFK 0.1011 | 0.0504 | 0.0670 | 0.1432 | 0.1935 | 0.1646 0.6292 0.5032
TD+DSL 0.3704 | 0.5025 | 0.4257 | 0.2950 | 0.5757 | 0.3849 0.7570 0.6452
TD+MultiR 0.5232 | 0.2736 | 0.3586 | 0.3045 | 0.5277 | 0.3810 0.6061 0.6613
TD+FCM 0.3394 | 0.3325 | 0.3360 | 0.1964 | 0.5645 | 0.2914 0.6803 0.5645
TD+CoType-RM || 0.4516 | 0.3499 | 0.3923 | 0.3107 | 0.5368 | 0.3879 0.6409 0.6890
REHESSION 04122 | 0.5726 | 0.4792 | 0.3677 | 0.4933 | 0.4208 0.8381 0.7277

Table 6: Performance comparison of relation extraction and relation classification
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Experiments

* 2. Effectiveness of proposed true label discovery component:
* Ori: with proposed context-aware true label discovery component
e LD: with Investment (compared true label discovery model)

Dataset & Method Prec Rec F1 Acc
— Ori | 03677 | 04933 | 0.4208 | 0.7277
Wiki-KBP 5753032 70.5279 [ 0.3850 | 0.7271
- Ori | 04122 | 05726 | 0.4792 | 0.8381
TD | 03758 | 04387 | 0.4239 | 0.7387

Table 7: Comparison between REHESSION (Ori) and
REHESSION-TD (TD) on relation extraction and relation
classification
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Case Study

Relation Mention REHESSION Investment
Ann Demeulemeester ( born 1959 , born—in None
Waregem , Belgium ) is a ...

Raila Odinga was born at ..., in Maseno, born—-in None
Kisumu District, ...

Ann Demeulemeester ( elected 1959 , None None
Waregem , Belgium ) is a ...

Raila Odinga was examined at ..., in None None

Maseno, Kisumu District, ...

Table 8: Example output of true label discovery. The first
two relation mentions come from Wiki-KBP, and their anno-
tations are {born-in, None}. The last two are created by
replacing key words of the first two. Key words are marked
as bold and entity mentions are marked as Italics.
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